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Limitations of the vector, tensor and Dirac calculi are illustrated to motivate the Kaehler calculus
of integrands, which replaces all three of them and which we introduce in three steps.

In a first step, we present the basics of the underlying Clifford algebra for that calculus,
algebra valid for Euclidean and pseudo-Euclidean vector spaces of arbitrary dimension. The usual
vector algebra is shown to be a corrupted form of Clifford algebra, corruption specific to dimension
three and non-existing for other dimensions. The Clifford product is constituted by the sum of
the exterior and interior products if at least one of the factors is a vector. Grossly speaking, these
products play the role of the vector and scalar products of three dimensions, while generalizing
them. It thus contains exterior algebra.

As an intermediate step towards the Kaehler calculus, we briefly give the fundamentals of
Cartan’s exterior calculus of scalar-valued differential forms, here viewed as ordinary scalar-valued
integrands in multiple integrals. We also make a brief incursion into the exterior calculus of
vector-valued differential forms, which is the moving frame version of differential geometry.

We show the basics of the Kaehler calculus of differential forms. It is to the exterior calculus
what Clifford algebra is to exterior algebra. Because of time and complexity constraints, we limit
ourselves to scalar-valued differential forms, which is sufficient for relativistic quantum mechanics
with electromagnetic coupling. In using this calculus, the problem with negative energy-solutions
does not arise.

Key Words: differential forms, hypercomplex numbers, Clifford algebra, exterior calculus, mov-
ing frames, Kéhler calculus.

1 Introduction

The calculus of differential forms is a formidable mathematical tool whose reach has been underesti-
mated even by its advocates. Usually associated with E. Cartan since he designed it in 1899 [1], its
most advanced expression took place with the work of Kéhler in the early sixties [2],[3],[4] (all of them
in German). At that point differential forms, which had been the most sophisticated language for
differential geometry and general relativity, became also the most sophisticated language for quantum
physics (See Ref. [5] for justification of this claim).

Our report should begin with the seminal work of Grassmann in 1844 [6]. Considerations of space
dictate, however, that we start with the work of Clifford in the early 1870’s 7], given that the algebra
that bears his name underlies the K&hler calculus. Clifford algebra is to the Kéhler calculus what
exterior algebra is to the Cartan calculus. All the basic ideas in Clifford were, however, already
present in Grassmann, arguably the greatest mathematical genius of the nineteenth century (See 8]
and [9] for how incredibly ahead of his epoch Grassmann was).

Structurally, Clifford algebra should carry the name of Euclid, if not of Grassmann. This may sound
disconcerting at first, since the Clifford algebra C1? for three-dimensional Euclidean space, E3, is not
the one taught in school when studying Euclidean geometry. The latter, however, can be dissected
and restructured, resulting in CI3, as will be shown in section 3. No algebras like the school algebra
exist in Euclidean spaces of arbitrary dimension. Clifford algebra on the other hand is valid in spaces
of arbitrary dimension.

Different authors have shown that, to a large extent, one can dispense with the vector and tensor
calculi, specially if one complements the exterior derivative with the coderivative. In a book in progress
[10], this author shows that the more comprehensive use of differential forms that the K&hler calculus
makes allows one to totally dispense with those two calculi. In this paper, we shall make the point that
it also allow us to dispense with the Dirac calculus with gamma matrices. But it is the replacement
of the calculus of complex variable that is specifically suitable to illustrate the nature of the Kéhler
calculus as hyper complex.
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After this author delivered this paper at the official presentation of the Research Institute on
Hyper Complex Systems in Geometry and Physics (May 4-5, 2009 in Moscow at Bauman University
and Fryazino, Russia), he showed that the calculus of complex variable may be equally unnecessary
[11]. To be precise, the use of the Kéhler calculus of differential forms in the real plane permits
an enormous simplification of the calculus of complex variable by replacing the concept of analytic
complex variable functions with the concept of strict harmonic even differential forms. Further yet,
the same calculus permits us to ignore Cauchy’s theory of integration and replace it with a revision of
Stoke’s theorem. The almost two centuries old Cauchy’s theory was retrospectively an extension of the
at the time unborn Stoke’s theorem (1854). Cauchy thus produced a solution as genial as unnatural
to a problem whose time had not yet come, much less had the modern language of differentiation
and integration been born. Notice that said theorem refers to surfaces without poles. But this is an
artificial limitation because the integrand d¢ (where ¢ is the polar angle) has no poles in the (p, ¢)
plane, but (zdy — ydz)/(x? 4+ y?), which is the pull-back of d¢ by a coordinate transformation, does.
This observation makes one discover the role of x + ydxdy as the complex variable z in the Kéhler
calculus, where the theorem of residues becomes a simple corollary to the combination of the Fourier
series expansion and the standard Stokes theorem. This theorem is thus generalized without resort to
Cauchy’s theory. The algebra that allows for the replacement with great advantage of the calculus of
complex variable is a hyper complex algebra with four independent units whose squares are (1,1,1,-1).

The view of differential forms as integrands in multiple integrals is essential for understanding
this paper. In other words, differential forms are functions of r-surfaces; a 1l-surface is a curve, a
2-surface is a standard surface, a 3-surface is the type of figure to which we ascribe a volume, etc. A
most authoritative presentation of the exterior calculus as pertaining to integrands is Rudin’s book
“Principles of Mathematical Analysis” [12]. One cannot fully understand Cartan, and much less Kéhler,
unless one has the same view of differential forms as Rudin. One often finds in books on the exterior
calculus the definition of differential r-forms as antisymmetric r-linear functions of vectors. At the same
time, some of those very same books state in their introductions that differential forms are functions
of r-surfaces. That leads to confusion; different types of functions should have different names.

To facilitate the immersion into the main core of the paper, we present in section 2 a perspective of
the different calculi that we have mentioned above. In section 3 and for the same purpose, we exhibit
familiar examples of differential forms of different valuednesses. In sections 4 an 5, we deal with the
highlights of the work of Clifford and Cartan that are relevant for introducing the Kéhler calculus in
section 6. This is the one which receives greater attention in this article, since it is the least known.
In any case, it is not our intention to do a comprehensive presentation either of Clifford algebra or of
the calculi by Cartan and by Kahler.

2 Perspective on alternative calculi
2.1 The horrible vector calculus

In a paper on the legacy and misfortune of genial algebraist Grassmann (whose work was not recognized
even by Hilbert and Weyl and who up to this day appears to be largely misunderstood [9]), Dieudonne
uses the term “horrible vector calculus” [8]. He does not explain why he does so. This author has found
the following examples to justify his characterization:

1. There is no vector product for arbitrary dimension (Lounesto reports that, dimension seven also is
an exception [13], but notice that there is then a whole five-dimensional subspace perpendicular
to the plane of two vectors in a vector product). Without a vector product, there is not a vector
calculus.

2. To be specific, there is no curl and, therefore, no curl theorems without a vector product, unless,
of course, one does equivalent theory in a totally different way.

3. A missing curl-related theorem would deal with the integrability of

B
/ fdx + gdy + hdz + ... + jdt,
A
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i.e, with whether that integral between two points A and B depends on path or not.

4. The vector calculus (we are thus returning to three dimensions) is contrived, abstruse. This is all
too obvious in retrospect if, in the process of computing with curvilinear coordinates, we reach an

integral even as simple as
B
/ pde
A

and we ask ourselves whether this integral between points A and B depends on path. We again
have to resort to the curl but, who can ever remember curls in curvilinear coordinate systems?
Or we might first change the line integrand pd¢ to Cartesian coordinates, and then extract the
components (f,g,0) of a vector field whose curl we would then compute in those coordinates. Any
of these two processes is unnecessarily laborious. The vector calculus misleads one into the line of
argument just provided when, in fact, the nature of p and ¢ as curvilinear coordinates is totally
irrelevant for this problem. With the calculus of differential forms, it becomes immediately obvious
that the integral under consideration is path dependent.

5. The vector calculus is misleading also in a different way. If we are given the gradient of a function,
the difference in the value at two points of this function is given by

B B
F(B)—-F(A) = / VF.dr = / fdx + gdy + hdz,
A A
where (f,g,h) are the partial derivatives of F. Notice that the dot product is present twice in
V F.dr. Apart from the explicit appearance, an implicit one resides in the dependence of the %radient
on the metric, which is the product dr.dr. These two appearances cancel each other out. | 4 VF.dr
thus uses concepts which requires more structure than is necessary to obtain F(B) — F'(A). The
role of the gradient is played by fdx + gdy + hdz (for the pertinent functions, f, g and h). This
expression pertains even to manifolds where a metric is not even defined.

6. The vector calculus is unnatural. Consider a change of variables of multiple integrals even as simple

/ dx dy.
R

A coordinate substitution, say to polar coordinates, yields

as

dx = dpcos ¢ — psin pdo, dy = dpsin ¢ + pcos ¢do.

Substitution of these equations in dzdy yields an expression which does not even make sense as an
integrand, given the presence of symmetric quadratic terms in the differential of the coordinates.
If, on the other hand, one writes the integrand with the appropriate product, dz A dy, the same
substitution will produce the right integrand in polar coordinates without resort to the Jacobian,
which emerges automatically. And this mechanism works for any r-integrand in n dimensions, and
any differentiable change of variables.

Any book on the vector calculus gives the process by which one obtains the correct expression for the
integrand in terms of new coordinates. But it does not answer the question of why the aforementioned
substitution fails to work for dxdy, a fact that goes against the experience by students of correctly
performing such substitutions when dealing with line integrals. The failure now is due to the fact
that the (tensor) product dzdy is not the right one. What is needed is the so called exterior product,
dx A dy, to be considered later.

The inadequacy of vector algebra is addressed by Clifford’s algebra, though, again, Grassmann did
the main work leading to it.

2.2 The tensor calculus

The tensor calculus was developed virtually in parallel with the vector calculus, responding to the need
to work with dimensions greater than three and in curved spaces. It evolved as a collection of concepts,
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rules, theorems, etc., which Ricci and Levi-Civita put together [14]. The formal development of the
underlying tensor algebra seems to have occurred later. Although the tensor calculus is not limited
to three dimensions, it nevertheless lacks the sophistication required as an instrument for research in
differential geometry. More importantly, it is useless for relativistic quantum mechanics, which is the
reason why the Dirac calculus was developed.

The aforementioned lack of sophistication manifests itself, for example, in that the different nature
of the indices of the curvature is obscured. It is not sufficient to know that a set of quantities transforms
tensorially, since transformation properties do not speak of the nature of the objects whose components
are those quantities. For instance the same transformation rule applies to the components of a line
integrand, as to the components of a field of a linear functions of vector or, if the space or manifold
is endowed with a metric, as to the components of a vector field referred to what is known as a field
of reciprocal vector bases. Regarding the components of the curvature, the last two of its subscripts
pertain to its being a differential 2-form, the other subscript belongs to its valuedness as a linear
function of vectors, and its superscript concerns its valuedness also as a tangent vector field.

Even more important is the fact that connections —which are pariah in the tensor calculus since
they do not transform tensorially— are full fledged Lie algebra-valued differential 1-forms. Tensors still
play significant but unnecessary roles even in otherwise sophisticated books on the geometry of physics
where differential forms are used but with heavy involvement of tensorial concepts. In those books,
Yang-Mills connections are introduced as being Lie algebra valued, but this is not done, unfortunately,
with the classical connections. Thus the wrong impression is given that Lie algebra valuedness pertains
exclusively to Yang Mills theory. This lack of sophistication, with potentially damaging implications
for theoretical physics, is easily avoidable in a calculus of differential forms if and when it virtually
excludes any role for tensors.

2.3 The Dirac calculus

The Dirac calculus is an ad hoc response to the needs of relativistic quantum mechanics at a time
when the calculus was not sufficiently developed. Dirac’s use of the so called gamma matrices is, ret-
rospectively, totally unnecessary; their Clifford algebraic structure suffices, irrespective of their nature
as matrices. The Kéhler calculus is the calculus of differential forms consistent with an underlying
Clifford algebra. Since the exterior structure is contained in the Clifford structure, the exterior calculus
is contained in the Kéahler calculus, which thus serves both, general relativity and quantum mechanics.

Another great advantage of the Kéhler calculus over Dirac’s is that the Kéahler field is more like
a classical field than like a spinor field. This is no way means that spinors are not relevant. They
remain very much so. But they are a derived concept that emerges from the Kéhler field as a result
of the sophisticated nature of the proper value solutions of differential systems expressed in terms of
differential forms.

Finally, the negative energies associated with antiparticles are a spurious effect of the Dirac theory,
as antiparticles emerge nicely with the same energy as the respective particles in the Kéhler calculus.
Thus, nothing as contrived as hole theory is needed.

3 Types of differential forms

For a practical acquaintance with various types of differential forms, we proceed to consider some
familiar expressions. Let f, g and h be functions of the (x,y, z) coordinates. The expression

fdx + gdy + hdz

is a scalar-valued differential 1-form. The “one” in 1-form has to do with the fact that this is a linear
function of the differential of the coordinates. For comparison,

ri+yj+ zk

is said to be a differential O-form, since there are no differentials in it. The presence of vectors in this
expressions makes it a vector-value O-form. Clearly, then,

dei+dyj+dzk
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is a vector-valued differential 1-form, rather than a vector, as it is said to be in the vector calculus.
Let us rewrite the last expressions as

Z o7 dz® ay

P

where a, = (i,j, k), and where d; is the Kronecker delta.

The scalar-valued functions of several variables are scalar-valued differential O-forms. Their grade
as differential forms is zero.

The integrand dx dy, which should actually be written as dz A dy, is a function of surfaces, i.e. a
scalar-valued differential 2-form (grade 2). The “2” in 2-form obviously has to do with the fact that it
is a quadratic expression in the differential of the coordinates. Magnetic fields are differential 2-forms:

B,dy Ndz + Bydz N dx + B.dx N dy.

A volume integrand
drdydz — dx Ady Adz < rsin®0dr A df A de

is a differential 3-form. Similarly,
fink+gkAit+ hiAj

is a bivector-valued differential 0-form. Both dx A dy and j A k are objects of grade two, each in its
respective algebra. Although differential 0-forms may appear to have nothing to do with integration
and /or differentiation, they do. We shall understand this when we later deal with the general Stokes
theorem.

4 Clifford
4.1 Clifford view of standard vector algebra

The usual vector algebra in E? is a corruption of Clifford algebra, as we now explain. The vector
product is a combination of two operations, respectively called exterior product and Hodge duality.
The latter consists in assigning to each object of grade 2 an object of grade n — 2 in the same algebra,
where n is the dimensionality of the space. The exterior product of two vectors is of grade two (a
bivector). In E3, the duality operation on that exterior product yields an object of grade one, which
is the vector product. In dimension other than three, the dual of the exterior product is not of grade
one, i.e. it is not a vector. As we already said, a meaningful concept of vector product does not exist
in arbitrary dimension. On the other hand, exterior products exist in any number of dimensions. In
obtaining the vector product in three dimensions, we take the step of Hodge duality after the exterior
product. Again, Hodge duality does not return a vector in other dimensions. That would not be too
bad by itself, were it not for the fact that it is not explicitly mentioned in the vector calculus and does
not, therefore, prompt one to think about how one could address the whole issue of the vector product
and its replacement in an arbitrary number of dimensions.

The exterior product of two vectors can be put together with their dot product to yield the so
called Clifford product, its antisymmetric and symmetric parts being the exterior and dot (also called
interior) products respectively. Notice that this gives the sum of a bivector and a scalar, for any n.
We shall later find that this pattern is at the root of the (replacements for) curl and divergence coming
together.

4.2 Basic products in Clifford algebra

Let us now proceed in the opposite direction, from the Clifford product to the exterior and dot products.
Let a, b...be vectors of a space (say over the reals) endowed with a dot product. One may construct
an algebraic structure known as Clifford algebra. The binary operations with vectors are condensed
in the formulas

ab=avb=aAb+a-b,
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where V (or just juxtaposition of vectors) means Clifford product. The exterior product is defined as
the antisymmetric part of ab

1
aAb Eﬁ(ab —ba),

and it is what, in E3, we identified as the vector product minus the Hodge duality. The interior
product is then defined as the symmetric part

1
a-b Eﬁ(ab + ba),
and is identified with the standard scalar product. These equations imply
aVb+bVva=2a-b.
If a and b are elements of a basis, this equation becomes
a;Va,;+a;Va;j ZQQU,
where g;; is defined as a;-a;.

The exterior and interior parts are of respective grades two and zero. One can multiply any number
of vectors and get sums of quantities of different grades. In contrast, the grade of the exterior product
is the sum of the grades of the factors in the product, if not zero. Thus, for example, the exterior
product of a vector and a bivector is, when not zero, a trivector, which is of grade 3.

Readers overwhelmed by this structural richness can help themselves by thinking of a and b as
two gamma matrices, their Clifford product being matrix multiplication, but without actually carrying
out explicit multiplication of matrices, but leaving them indicated.

Let us show how the algebra of three-dimensional Euclidean space differs from ordinary vector

algebra. In this section, we focus on the exterior product, as the dot or interior product is sufficiently
known. Because of skew symmetry (also referred to as antisymmetry), we have

iNni=jAj=0, iNnj=—-jAL
We do not reduce or relate i A j to a vector; it is just a unit of grade two (a vector is of grade one).
That property, together with the distributive property required of the exterior product, allows us to
write
aAb = (a'i+a?j+a’k) A (B4 b3+ bPk) =
= (a®b® — a®p2.)j Ak + (63Dt — atbP. )k Ai+ (atb? — a?bl)inj.

The exterior product of a number 7 of independent vectors is called an r-vector. The exterior and
dot products of an r-vector by a vector yield an (r 4+ 1)—vector and (r — 1)—vector,respectively. In
dealing with matrices, their explicit multiplication hides all this structure. Hence, in learning Clifford
algebra, one should help oneself with matrices only temporarily, and to the least possible extent.
Notice that the components of a A b relative to jAk, k Ai and i Aj are the same as those of the

vector product with respect to i, j and k.
The exterior product satisfies the associative property also, as in

iNGAk)=({Aj)Ak=iAjAk
It should be obvious that repeated factors in the exterior product cause it to cancel, as in
kA(injank) =0,
because we can put the two k’s together. We similarly have
aN(injAk)=0,

since a is a linear combination of i, j and k.
Let a and 8 be multivectors of respective grades r and s. Their exterior product will be of dimension
r + s, if not zero. Thus, for example

(aAbAc)A(bAd)=aAbAcAbAd=0,

since one factor is repeated.
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4.3 Mixing products in the Clifford algebra

We give a sample of products in the Clifford algebra. Let A represent scalars. We have
a-b =), a-A=0,

a-(bAc)=—(bAc)a,

and (notice the alternation of signs)
a-(bAcAdA.)=(a-b)(cAdA..)—(a-c)(bAdA...)+ ... — ...,

a-(bvecvdv..)=(a-b)(cvdVv..)—(a-c)(bVvdV..)+..—..

The associativity property
avVbvecvd=(avb)vecvd=aV(bvc)vd=..

extends to multivectors,

AvBVC=(AvB)vC=AV (BVCQC),
where we have used capitals to denote elements of arbitrary and even mixed grade. For a Clifford
product of a vector and any other element of the algebra, we have

aVA=aANA+a A,

but not if a also were of grade greater than one.

The Clifford product built upon a vector space of dimension n is as well a vector space, specifi-
cally of dimension 2™. There subspaces of scalars, vectors, bivectors, ...r-vectors,...n-vectors constitute
respective subspaces. The dimension obviously is the sum of their dimensions. For n =3 :

©) + @) +E)+6) =2"=8

and, for arbitrary dimension:

O+M+E) + () + =2

If the algebra is over the complex numbers, it will be like a real space of dimension 27+

4.4 Computing in automatic pilot

The Clifford-algebraic structure does a “lot of thinking” for us, once we know the rules to multiply in
the algebra. An example is the decomposition of a vector a into components a; and a, respectively
perpendicular and parallel to another vector b.

Multiply a and b with the Clifford product (the other products loose information) and recover a
by multiplying ab by b~!, which equals b/b?>. Let n be the unit vector in the direction of n. Each
Clifford product gives two terms in an obvious manner, so that we get:

(ab)b~! — (ab)% _ (an)n =
= (aAn)An+(aAn)-n+(a-n)An+(a-n) -n=
= 0+ (aAn) - n+(a-nn+0

The last non-null term is the projection of a on n, and the other term must be, therefore, the perpen-
dicular one. This can be made explicit as follows:

(aAn)-n =-n(aAn)=a—(n-an.
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If B is, for instance, a bivector, which thus defines a plane, we similarly have

(aB)B™! = (aB)%:(aN)N:

= (aAN)N+(a-N)N=a, +a,

where the relation of N to B is obvious. Readers should try to figure out why one need not decompose
(a AN)N and (a-N)N further. Similar considerations apply to the decomposition of a vector into
components.

The preceding considerations apply equally to the decomposition of a vector into complementary
subspaces of dimensions  and n—r. Of course, we would need a little bit more algebraic development,
but the general line of the argument should be clear by now. Another example of almost computing in
autopilot is the treatment of reflections and rotations. Even explicit rotations in three dimensions are
very easy to handle, without the need for Euler angles. But the main reason to study Clifford algebra
is the calculus that one can develop based on it. That will be done in the section on Kéahler. The
section on Cartan is an intermediate step to get there.

5 Cartan
5.1 Exterior calculus for scalar-valuedness

The exterior calculus makes use of exterior products only (specifically of the differential of the coor-
dinates), rather than exterior products of (so called) tangent vectors, like i, j, k,1...We can view the
exterior product as contained in the Clifford product. Correspondingly, one can view Cartan’s exterior
calculus as contained in the Kéahler calculus,.the latter requiring that the manifold be endowed with
a metric. At this point, we consider only exterior products and, correspondingly, the Cartan calculus
on its own. It already exists on differentiable manifolds not endowed with a metric and, thus, not
endowed either with a Kahler calculus.
The exterior product of differential 1-forms satisfies the equation

dxt N dx¥ + dz¥ A dx? = 0.

The non-null exterior products of a number r of 1-forms are called differential r-forms.

We introduce the operator d for exterior differentiation. It increases the grade of differential forms
by a unit; if « is a differential r-form of grade r, da is a differential (r 4+ 1)-form. It is called the
exterior derivative of a;, though the name exterior differential would be more appropriate. We shall
define it in the next subsection. For motivational purposes, we alter the logical order and proceed to
give the greatest theorem of the exterior calculus of scalar-valued differential forms. It states that

/ a—/da,
AR R

where R is an (r 4+ 1)-“surface”, and OR is its boundary. This is called the general Stokes theorem.
It comprises , among others, the theorems of Gauss and Stokes, but it applies to spaces of arbitrary
dimension and concerns also domains of integration of greater dimensionality.

Suppose that « is such that da is zero. The general Stokes theorem becomes

/ a=0,
OR

which is a compact statement comprising multiple conservation laws, depending on how one splits the
boundary, and on the signature of the metric and on the dimension of the manifold (read space), and
on the grade of a. For example, if the signature is Lorentzian, the conservation law is used in the
form that integrals over the spatial subspace take the same value at different instants of time. If §
is a differential 2-form such that d@ = 0, and if the signature of the metric is positive definite, the
flux of B through a closed surface is zero. For instance, in the exterior calculus the magnetic field is a
differential 2-form in 3-space. This annulment amounts to the statement that the flux of # through a
closed surface is zero
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5.2 Exterior differentiation: definition and properties

A simple example will suffice to show how one proceeds to exterior differentiate. Given
a = agydz! A dx” A da,

da is given by
da = day,y A dzt A dx” A dz,

and, therefore,
_ Oauu
-~ OxP
This definition is independent of whether we are in Cartesian coordinates or not, and applies in general
spaces known as differentiable manifolds. Exterior differentiation does not require the manifold to have
any structure other than being differentiable, thus not a metric, and not a connection.

Important properties are that

do dx? A da* A dx’ A dz.

d(a+ B) = da +dp

and that, if & and § are of respective grades r and s, we have:
dlanp)=daAp + (1) ands

(the grade of the second factor does not matter because d acts from the left). Of great importance is
the property of d that its square is zero, dda = 0 (if « is scalar-valued). Also, if da = 0, there is a (8
such that a = dB, though this result is not necessarily valid globally. Think of the integration of d¢
on the plain, where ¢ is angle. We have d(d¢) = 0. Integrating clockwise and counterclockwise, we
get to the same point in the plane with values for ¢ that differ by 2.

We write the fundamental theorem of the calculus as

/ df = F(B) — f(A),

where ~ is the interval between points A and B. In other words, the ordered pair (A, B) is the oriented
boundary 07 of the segment . In view of Stokes generalized theorem, this right hand side may be

viewed as
fo (=19)

5.3 Exterior calculus for vector-valuedness

Everything falls elegantly in place.

We use polar coordinates in the Euclidean plane to get a feeling for what is called Cartan’s method
of the moving frame [15]. Using polar coordinates and associated fields of bases (also known as frame
fields when using this method), we have

e, =icosp+jsing, ey = —ising+ jcos¢
We define connection forms by means of

dé, = —ising d¢ +jcos¢ do =whe, +wé,,
déy, = —icos¢ dop+jsing d¢ = wgép + wzéd),

where we have used the standard assumption that i and j are constant vector fields, and where the
indices p and ¢ play the role of names rather than of dummy indices that one sums over. We have
used the circumflex hats to indicate that this is an orthonormal frame field. For such frame fields, the
wh and wg’ happen to be zero. The w’s that satisfy those equations represent the so called connection

of Euclidean space in terms of the particular frame field used. The w coefficients in the equations for
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(di,dj) in terms of the basis (i,j) are all zero. The connection does, therefore, depend on frame field.
In compact form:

8,(P + dP) — &,(P) = d&, = w8,

where P represents the points on the manifold, and with summation over the dummy repeated index
p. These equations exhibit the geometric significance of dé, and constitute what Cartan calls the
exterior differentiation of a field of vector bases. They give in differential form (meaning that they
have to be integrated) how the basis changes as a function of point. We shall follow Cartan and Kéhler
to refer to the d differentiation of any vector-valued differential form, and to vector fields in particular,
as exterior differentiation. In this way, we do not need the terms covariant and exterior covariant, as
the specifics will be determined by the nature of the object to which d is applied.

On arbitrary manifolds, we cannot express a field of vector bases in terms of a fixed basis, as a
given differentiable manifold might not be endowed with a constant basis field. At the same time, the
symbol d in dé&, and in dv does not mean differentiation of €, and v, which are not vector valued
functions in some vector space, but different tangent vector spaces. Just think of the planes tangent to
a sphere. These vector spaces may or may not be identifiable, depending on connection. On differential
manifolds of arbitrary dimension, wy; is introduced either ab initio or in some other way. An example of
ab initio introduction is the “Christopher Columbus connection”. Before sailing deep into the Atlantic
Ocean in 1492, Columbus instructed the captains of the two other ships that accompanied him: “keep
always the same direction, West”. He was implying that the parallels of the surface of the earth (the
pole excluded to avoid divergences of concepts like torsion) were to be considered as lines of constant
direction. Modernly, we would state that

dég = déy =0, or w, =0,
where &y and €, are unit tangent vectors in the direction of the parallels and meridians. In other
words, (&, &) constitute a constant basis field. It is special in that regard. This connection was not
explicit in the mathematical literature until a paper by Cartan in1924.

Another connection on the surface of the sphere —one which does not accept a constant basis
field— was given by Levi-Civita in 1917. It is called the canonical connection of the metric, but we
shall not enter into why this is so. Cartan showed how to compute so called metric compatible affine
connections rather easily. For the Levi-Civita connection, which is one of them, his technique readily
yields

dég = cost do &, déy = —cost do &y,
from which one can read the connection differential forms.
In Euclidean space, the exterior differential of a vector field is given by

dv = d(v"'e,) = (dv")&, + v"(déy) = (dv”)é, + vVw,&,.

All the members in this set of equations also make sense on arbitrary manifolds, provided that, as
we already said, one does not take dé, to be the result of differentiating any basis field. It is rather
introduced ab initio as a rule to compare vectors at a distance. Or it is obtained from some other
condition. In one case as in the other, it constitutes the input in a differential system that has to be
integrated, if integrable, or that one has to integrate on specific curves, if not integrable.

With the foregoing proviso about the concept of differentiation, we differentiate dv. We use the
Leibniz rule for differential forms as per the previous subsection and take into account that vector
fields are differential 0-forms. We get five terms, corresponding to the five factors in (dv”)e, + v wye, .
The first term is zero. the second and third ones cancel each other out. From the last two terms, we

obtain
ddv = dd(v'e,) = v"(dw, — w) A wy)é,.

In the particular case of Euclidean space, dwy, — wf; A wY is zero, independently of frame field, even if
the wy are zero only in special frame fields. It is called the affine curvature (Just compute ddv using
a constant basis field a;).However, what happens in Euclidean space may be used to understand of
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objects which, like the curvature, are not zero in generalizations of Euclidean geometry. We cannot
deal here with such issues, but let us say that, for example, that the curvature differential 2-form,
dw! — wf A wi is Lie algebra valued. This is precisely valuedness in the Lie algebra of groups that acts
on the frames of Euclidean space.

As important as the affine curvature is the torsion, which is the formal exterior differential of
dP (= w"&,), where w”.is a linear combination of the differentials of the coordinates and which forms
a basis of differential 1-forms. In the case of Euclidean plane, we have, for example,

wl=dp, w?=pdo.

The formal exterior derivative of dP is the torsion.

The wz are a linear combination of the w?

v _ TV A
w,, = F“Aw ,
and, therefore,

dwy, = FZA/Gwa Awd = Lo — FZA/Q)(wQ Awh),

and
wy, A\ wy = (FZQF?V - FZ,\FZG)(WQ Aw?)

where the slash bar as a subscript means that the differentials of the I's are expressed in terms of
the basis w? rather than dz?, and where the parenthesis around w? A ug)‘ indicates that 0 < \. After
substitution of these expressions for dw! and w™ A wi, in dw! — w¥ A wl, the coefficients of (w? A w?)
constitute the coefficients of the curvature.

We are not providing here the rigorous definition and/or introduction of the concepts that we are
using. We are simply giving the flavor of the moving frame method of Cartan. A more detailed and
rigorous presentation can be found in one of our books to be published in 2010 [16]. As in Cartan’s
original presentation, the book makes use of differential forms (no tensors, except of the occasional
tensor-valuedness of the differential forms) and moving frames, with focus on integrability issues, on
the study of affine space before affine connections, on Cartan’s generalization of Klein’s program and
on Lie algebra valuedness of connection and affine curvature. Several simple examples of manifolds
endowed with torsion will also be considered.

6 Kahler
6.1 Kahler calculus for scalar-valuedness

For simplicity, we shall restrict ourselves to Euclidean (and pseudo-Euclidean) spaces in terms of
Cartesian (respectively pseudo-Cartesian) coordinates. The Kéhler calculus is based on the Kéhler
algebra, term used to refer to the Clifford algebra of differential forms. In spacetime, it is defined by
the relation

dzt v dx¥ + dz¥ v dzt = 20t

where n* constitutes the elements of the diagonal matrix (1, —1,—1,—1). This expression is analogous
to

1
a-b:§(a\/b+b\/a).

As a ready consequence of the relation between exterior and Clifford products, it contains the defining
relation dz* A dz¥ + dz¥ A dx* = 0 for the exterior algebra of differential 1-forms. Because there is no
dot product in the exterior algebra, it cannot deal with vector identities for expressions such as

Vx(axb), Vx(Vxa), V(a-b).

There are corresponding limitations in the Cartan calculus.



176 I'mnepkominiekcHble ducia B reomerpun u ¢usuke, 1(13), Tom 7, 2010

Let u be a differential form. The equations that follow expose the structure of differentiations in
the Kahler calculus. The Kéahler derivative, 9, is the sum of the exterior, d, and interior, §, derivatives:

ou = dz"Vd,u=du+du
du = da" Ndyu, du=dz"-d,u

This reflects the relationship between the different products involved in the underlying algebra.
In terms of Cartesian coordinates, we have

dyu = ayxp,p dz? A da A dz?,
from which the known expression for the exterior derivative follows:
du = ayxp,u dzt Ndz” A da? A dz”.

Both d,u and du, depend on the connection. These formulas are simple because of our use of Cartesian
coordinates (these do not exist on arbitrary manifolds!). For a differential 1-form, we have

dy(a,dz”) = ay,, dz”

and, therefore,
du = dx* - d,(a,da”) = da* - ay,, dx” = a",,,

which is nothing but the divergence. Knowledgeable readers will identify the interior derivative with
the coderivative, but this is only if the connection is Levi-Civita’s, as is the case in Euclidean space.

6.2 The conservation law in the Kahler calculus

Conservation laws are specific developments of the statement that the exterior derivative of some
differential form is zero. There is, however, a theorem relating the exterior derivative to quadratic
expressions involving the Kéhler derivative. It has great importance for quantum mechanics. For any
two differential forms, whether homogeneous or not, one has

d(u,v); = (u, 0v) + (v, 0u),

where products (_, ) and (_, )1 denote respective differential n-forms and (n — 1)-forms that one
builds with the two differential forms inside each parenthesis. We do not need to know details for
present purposes. Suffice to say that these products depend on the metric. This theorem is in reality
a collection of theorems since one can, say, replace v or v or both with anything we want, say ud0wv,
etc. The great value of this theorem is that, whenever we manage to have differential forms such that
the right hand side is zero,

(u,dv) + (v,0u) =0,

so is the left hand side,
d(u,v); = 0.

In other words, (u,v); is a conserved differential form. This road to conservation will prove its worth
in quantum mechanics.

6.3 Kahler’s quantum mechanics defined

At its most basic, quantum mechanics may be viewed as the theory of the Kahler equation and its
offsprings (Schrodinger, Pauli). This implies that, if physicists had not done so already, the mathe-
matics of relativistic quantum mechanics would have been discovered by mathematicians, as a step in
the evolution of the calculus,

The characterization of quantum mechanics in terms of the Ké&hler calculus is: a field theory
where the differential form for a field is its own source. The equations that would respond to this
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characterization in a theory based in just one ordinary function would be, in order of increasing
complexity: f' =0, f/ = f and f’ = af... The parallel equations in the present calculus are

ou=0, Ou=wu, Ou=au.

The last of these is the Kéhler version of the Dirac equation. Actually Ou = au reproduces anything
that the Dirac equation can do, and more and better. For the electromagnetic coupling, and up to
universal constants, Kahler proposed

a=m+ eA.

Thus Kéhler’s equation with EM coupling becomes
Ou = (m+eA) Vu.

One can define a “conjugate Kahler equation”, whose solutions, v, are closely related to those, u,
of the original equation. The following then is the case: (u,0v) + (v,0u) = 0. We thus have

d(u,v); = 0.

Let n be the operator that reverses the sign of all the factors in a product of differential 1-forms. Let
overbar denote complex conjugate. For EM coupling, the nu are solutions of the conjugate equation.
Thus, if u and u’ are solutions of the original Kéhler equation, one has d(u,n@’); = 0 and, in particular,

d(u,nu); = 0.

This yields the conservation of charge (see below), accompanied of a rich load of information. We shall
not get into that because of the technicalities involved. But we shall speak of them in general terms
in order to get the important result about the sign of the energy of antiparticles.

6.4 Spinors, charge and particles/antiparticles

Ké&hler was a great expert on the theory of exterior differential systems, a credential that brings high
relevance to his quantum mechanical work. Indeed, any differential equation or system thereof can be
written as a so called exterior system, i.e expressing relations between exterior differential forms and
their derivatives. Kéhler showed the appropriate way of solving such systems in the spacetime case,
more specifically he enriched our knowledge of the structure of solutions of such systems that are ”proper
functions”. He revealed a wealth of information that is lost if one approaches the same system but
written in alternative ways (“component equations”). The concept of spinor as an element of relevant
ideals in the algebra emerges in the process. Related to the spinors in the case of electromagnetic
coupling, energy emerges in association with charge, and chirality in association with spin. The
expression for spin itself is the result of an appropriate treatment of the rotation operator on differential
forms.

It transpires from this description that quantum mechanics might be conceived with a lesser em-
phasis on probability densities and spinors, and more on the field itself without regard for probability
amplitudes. It is not that spinors and probability densities are not important. It simply happens that
spinor fields are derived concepts, and so are particles and thus the probabilities to find them for a
given “primordial field configuration”. At this point we would not be very justified in using the term
primordial. We have connected elsewhere, [17],[18], the K&hler equation for the primordial field with
the equations of structure in differential geometry.

6.4.1 Spinors

Let us see for example the emergence of the concept of spinor. It is based on the concept of constant
differential, i.e. differential forms such that

dy,c=0 for all 4,
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It then follows that
duVve)=aV(uVec),

The constant differentials

. _ lFadt Tizliidxl\/de

¢ 2 2

are idempotents (an idempotent is anything which is equal to its square). The product of the two
forms € yields zero. Their sum is unity. Parallel statements apply to the 7’s. The €’s commute with
the 7’s. The solution u in the presence of time translational and rotational symmetries for given value
of intrinsic angular momentum and energy can be written as a sum of four independent solutions of

the type
u = esz)szt/h iq* vV Gi v/ 7_*7

where M can be shown to be an integer in the actual solving of the Kahler equation and where ¢
depends exclusively on the p and z coordinates and their differentials. Each of these four independent
solutions correspond to Dirac spinors. This represents an enrichment of the concept of proper functions
of energy and momentum.

6.4.2 Charge

In terms of ideals associated exclusively with time translation, we can decompose the proper wave for
a given value of the energy as

w=e FVFy v et + Tuve),

where the superscript indicates the sign of the charge component of the solution w of the Kahler
equation. Using this decomposition in the expression for the conserved differential form (u,nu);
and performing a space and time split (in other words, a separation of space differentials from time
differentials) led him, in the case of electromagnetic coupling to

1 1
(i = S{rutah+ S {utah v
1 1
—5{_u,_ Q_L} + 5{_U, 77_@}1 V idt

where { , } and {, }1 are the same products as (, ) and (, ); except that they now pertain to 3-space
rather than spacetime, and are thus computed with the Euclidean metric. This takes the form of the
conserved 3-form current, which is pw — j'dz? A dz* A dt. We thus see that the density to which this
conserved current refers is contained in

1 _ 1
§{+ua+u}_§{ u, u}

The characterization of the state of positron by (u V€™ = u, uV e~ = 0), and of the electron by
(uVe =wu, uVet =0), brings about the interpretation that there are contributions of opposite signs
to that density. It becomes either one contribution or the other in the cases of pure electron (u = ~u)
and pure positron (u = Tu). This leads to the association of the density 3-form for electrons and
positrons as

Fow = HF%{WF u},

where e is some proportionality constant retrospectively identified with the charge of the electron (or
proportional to it with a positive proportionality constant). We have taken into account that one can
prove that both {Tu,T @} are non negative under the conditions (like positive definite metric) of the
physical problem in question. The emergence of, and association with negative energies of antiparticles
has thus to be viewed as an artifact of the Dirac theory, which is one of the reasons why we speak of
its being superseded by the Kéhler theory. All this was done by Kéhler half a century ago
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6.4.3 Emergence of generalized momentum

The present author has recently elaborated further in making the case that the Kéahler calculus should
be the calculus for physics in general and quantum mechanics in particular [5]. A summary follows.
The Kéahler equation with minimal EM coupling is

1 )
—ihou = E(z’mc2 — ecodt + eA;dx’) V u,

where ¢ now is the time component of the potential 1-form. Since the mass term dominates at low
energies, we rewrite the wave function of the electron as

u= e_imCQt/hR(x, dx,t) Ve .
R depending slowly on time. All the dependence on dt is, of course contained in €~ , since dt is a

linear combination of €~ and €™, and we are dealing with electrons. Take into account that du =
dt VvV u,; +dz* V u,;.and define P as

P = da? (—id; — eA;).
One obtains “the “master system”
R,,=—PVnR —iepR + im(R — nR).

Further development yields

o = PVx—iepp,

X;t = —PVe—iepx + 2imy,
where

1 1

¢=§(R+nR) x=§(R—nR)-

6.4.4 Pauli and Schrédinger’s equations

We may now develop the master system further. In a first approximation, we have

i
x1=—-—PVy,
2m

and
iy = %P V(P V @)+ epp.
which in turn yields
1= %P%p + ;—;Bkdmi Vdxl Vo 4 epp.

This is the Pauli equation in terms of differential forms. The Schrédinger equation,

, 1
ipn=5—p'p + edp,
m
readily emerges if the magnetic field is zero. We do not go any further as the foregoing is enough for
our illustration. Readers interested in the next approximation and other important results related to
antiparticles are referred to [5].
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7 Concluding remarks

We hope to have shown in some cases and intimated in other cases the enormous advantage for
mathematics and physics that follows from the use of a richly endowed calculus of differential forms.
Scalar-valued differential forms were involved for some applications and vector-valued ones for other
applications. Because of the limited scope of this paper, vector-valued differential forms have been
considered only in the Cartan context, i.e. with the exterior calculus. In other words, we have used the
Kahler calculus only for scalar-valued differential forms. Owing to the same limitation, we have not
dealt with Lie algebra-valued differential forms, Finslerian and Kaluza-Klein contexts, etc. All that
speaks of the tremendous potential for applications that remains in this calculus. These additional
developments should create a still higher mathematical platform for physics, which this author is
committed to build [10]. It will only take climbing to the shoulders of the mathematical giants that
we have mentioned in order to see what nobody has yet seen. The purpose of this paper will have
been achieved if some readers are hereby prompted to join the climb.
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JNOOEPEHITNAJIBHBIE ®OPMBI:
OT KIIN®POPIA YEPE3 KAPTAHA K K3JIEPY.

xxoze I'. Baprac

Vnusepcumem Ceseproti Kapoaunv,, Koaymous, Cesepras Kapoauwna, CIITA
josegvargas@earthlink.net

IIponeMoHCTPUPOBAHDI IIPEIEIIbl BEKTOPHOI'O, TEH30PHOI'O U CIITHOPHOT'O TUPAKOBCKOI'O HCIUCIEHUT
JUTsi  MOTHBAIIMU BBEJEHUS KIJEpOBa UCIYUCACHWS WHTEIPAHIOB, 3aMEHSIONEro BCEe TPH
BBIIIENIEPEYHC/IeHHbIe. [Py 9TOM K3/1epOBO MCYUC/IEHNE BBOIUTCS B TPH dTalla.

Bo-tiepBbix, wmbr dopmynupyem ocHoBbl asrebpbr  Kimddopma, mexameil B ocHOBe
K3JIepOBa HUCYUC/ICHUs], W MPUTOMHON KaK I €BKJIUIOBBIX, TAK U JJIs IICEBIOEBKJIUIOBBIX
BEKTOPHBIX MPOCTPAHCTB JI0OOro dmciaa wu3Mmepenuit.  Ilokazano, 9To OObIYHAST BEKTOPHA
ajirebpa mpezcTas/sier coboii "mospexkaennyio" anreopy Kiuddopaa, npudem "moppexaenue"
paccMaTpUBaeMOro TUIAa BO3MOXKHO JIMIIb B 3-MEPHOM BEKTOPHOM mpocrpancrse. Kimddopmoso
IpOU3BEJIeHNe CTPOUTCS KAK CyMMa BHEIIHEIO0 W BHYTPEHHEIO IIPOU3BEIEHUIl, eciiu, 10 KpaiiHei
Mepe, OJINH U3 COMHOXKUTEJEeH ABIgeTCsd BEKTOPOM. ['pybo TOBOps, 3TH MPOU3BEIEHUsS 0000IAI0T
OOBITHBIE BEKTOPHOE U CKAJISIPHOE TMPOM3BEICHNST U BKIIOUAIOT B CeOs BHEITHIOI aarebpy.

B kavecTBe mNpOMEXKYTOYHOrO Imara Ha IYyTH K HUCYHCIeHHI0O Koamepa MBI KPaTKO
dOopMyJIMpyeM OCHOBBI HUCYHCJIEHUsI BHEIIHUX CKaJsIPHO-3HAYHBIX JudepeHnnaabHbix (HopM
Kaprana, paccmarpuBaeMbiXx 37eChb KaK OOBIYHBIE CKAJISIDHO-3HAYHBIE IIOJBIHTEIDAJIbHBIE
BBIDaKeHNs B KPATHBIX WHTerpajax. Mbl Takke gemaeM HeOOJBIIONH IKCKypC B UCUIUCTIEHUE
BHEIIHAX BEKTOPHO-3HAYHBIX MUM@PEPEHINATBHBIX (POPM, PEANU3YIONUX METOJ MOIBU2KHOIO
penepa B auddepeHITnaILHON TeOMETPHU.

Jlanee MbI mpejicTaBiisieM OCHOBBI mcuuciaenus: mauddepenimanbubix dopm Kamepa. Ono
OTHOCHUTCsI K BHEIIHEMY WCYHUCJIEHHUIO TakK ke, Kak ajrebpa Kumddopma ornocurcss K BHeITHEN
asirebpe. BBuy orpannyenuii 1o 06beMy U CJI02KHOCTH, Mbl OCTAHABIUBAEMCS JINIIb HA CKAJISPHO-
3HAYHBIX AUMdEpEeHITnaATbHBIX (HOpPMaxX, YTO BIOJHE JOCTATOYHO [JIsi TPUJIOXKEHWH B obsactu
PEeJISITUBUCTCKON KBAHTOBOM MEXAaHUKU C JIEKTPOMATHUTHBIM B3anMmopeiicrBueM. llcmonp3oBanue
ucunciaenns Kajnepa He IPUBOIUT K PEIIEHUSM C OTPHUIATEIHHBIMI SHEPIHSIMHU.

KuaroueBbie cioBa: nuddepennuaibabie  (POPMBI, THUIEPKOMILIEKCHBIE YHCIA, aJredpa
Kmuddopma, Baemnttee ncunciienne, moaBUKHBIN perep, ucaucienune Karepa.





